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The authors proposed the consolidating method for analyzing series of observations based on a fitted model of a mixture of catalysts of the main
components, which makes it possible to study any number of markers. Contrasting the longitudinal approach, it eliminates the need to connect re-
gression analysis methods with their own uncertainties when choosing particular models. The consolidating method allows obtaining an original re-
sult in the subject area of early diagnosis of a disease: all options for using markers demonstrate an increase in classification accuracy with an in-

crease in the length of a series of examinations.
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Introduction

Ensemble methods are a fairly powerful tool for building
a set of machine learning models for the same task to obtain the
best indicators of adequacy, accuracy and efficiency of applica-
tion for data series predictions. In addition, in the absence of
«strong learnersy to train the model, the use of ensemble meth-
ods may be the only correct solution for the task. In this work,
studies were carried out on the construction and evaluation of the
effectiveness of models by various classification methods for de-
tecting the diagnosis of oncological diseases at early stages [1].

Data collection

Biomarkers can be used to detect disease early, before it
becomes clinically evident. Cancer biomarkers are used to
detect cancer. Such markers can be obtained on the basis of
the so-called tumor microchip — a biochemical analysis based
on the principle of forming an array of markers on a micro-
scope slide. Thus, in particular, for the detection of pancreatic
cancer, the data of observation of a tumor marker based on
the CA-19-9 marker microchip are used [2].

The possibility of presenting and processing the results of
serial observations of various markers was studied in the in-
terests of solving the problem of diagnosing oncological dis-
eases. For the experiments, we used a set formed on the basis
of data from the early stage of cancer diagnosis, obtained in
one of the regional clinics in the Irkutsk region for 10 years.

The studied data set contained the results of observations
in 71 cases of oncological diseases of various nature (condi-
tional diagnosis D=1) and for 70 healthy patients from the
control group (D=0) (Table 1).

The data were broken down into series of observations for
individual patients. The length L of the series varied from
one patient to another. Two types of markers were considered:
common and free. There were 683 observations in total, each
of which included patient 1D, diagnosis, time to final diagno-
sis, biomarker levels, total and free, and patient age. The
classification was based on 4 disease classes (D=1) and a
control class (D=0) (Table 2).

Table2.  Biomarkers data
Tabnuya 2. /lannvie buomaprepos
Diagnosis Biomarker A Biomarker B Biomarker C
Jluaruos Buomapkep A Bbuomapkep B Buomapkep C
Disease A
bonesns A 517 417 8,7
Disease B 0,83 01 0,83
Bonesns B
Disease C 075 0,89 103
Bonesus C
Disease D 0,81 0,86 112
Bosnesns D
D=0 0,89 0,95 0,96

Table 1.  Frequency of occurrence of series of observations
of length L
Tabnuya 1. Yacmoma nosenenus ceputi Habmodenuil Onunol L
D L
1 2 3 4 5 6 7 8 9 10 >
0 0 2 6 9 4 12 10 | 9 | 18 0 70
1 14 7 24 | 9 10 6 1 0 0 0 71
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Search for informative signs

To solve the problem of selecting the most informative
features, it is advisable to consider the use of various statisti-
cal tests and measures of separability of classes. We assumed
in our study that the null hypothesis says that the classes pre-
sented in Table 2 are inseparable, and the alternative is that
the classes are separable.

Statistical tests based on Student's t-Test and Mann-
Whitney-Wilcoxon U-Test were aimed at pairwise compari-
son of two different classes. Therefore, a control class was
selected and compared in pairs with disease classes. To eval-
uate the work of each statistical criterion, p-value is used —
the probability of error when the null hypothesis is reject-
ed [3].

For each test, four independent sets of comparisons of
each type of diagnosis with the control class were formed.
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Several markers with a minimum p-value were selected from
each sample. The resulting samples were combined into one
set without repeating markers.

Methodology and evaluation of classification efficiency

Data classification was carried out in several stages: ap-
plying a sliding control scheme, randomly dividing the initial
data sample into training and test data in equal proportions,
training the classifier on the training sample and testing it on
the test sample, assessing the quality of the classification us-
ing one of the described metrics.

A process was created containing classification methods: Lo-
gistic Regression, Support Vector Machine, Naive Bayes Classi-
fier, K-Nearest Neighbors, Decision Tree, Random Forest.

In addition, a neural network model was taken separately
for the study, trained on the same data and used to compare
the experimental results. Model parameter settings (in Python)
are shown in Table 3.

Application of the ensemble method

The ensemble learning includes two stages: learning a first-
level and a second-level meta-classifier. We use the output of
the first-level classifiers as the new features. Next, we use the
new features to train the second level meta-classifier (Figure).

Logistics
Regression
Support

Vector
Machine

Naive Bayes

Table3.  Model parameters
Taonuya 3. Ilapamempvi mooenu

Model/Mogaens Parameter/ITapamerp

Logistic Regression
Jlorucruueckas perpeccust

max_iter=10, penalty=I2,
solver=liblinear,tol=1e-4

Support Vector Machine
MeTo/1 OIIOpHBIX BEKTOPOB

decison_function_shape=ovo,
C=1 kernel=rbf

Naive Bayes
HausHblit OaiiecoBckmii

alpha=0.01
KJ1accuukaTop

K-Nearest Neighbors
Meron k-Gmimkaiiiux n_neighbors=10

cocenen

Decision Tree max_depth=3, min_samples_leaf=1,

JlepeBo peuienuii criterion=gini

Random Forest n_estimators=10, max_depth=3,
CayyaiiHbIil 1eC criterion=gini

Ensemble Learning layer1=[LR,SVM,NB,KNN,DT,RF],
AmncambreBoe o0ydeHne layer2=[LR]

As a result of the analysis, it can be argued that the k-
nearest neighbors’ method and the random forest method
have the least efficiency in diagnosing. At the same time, the
naive Bayesian method has the greatest efficiency, although
its classification accuracy cannot be considered sufficient.
Therefore, it was concluded that the most effective would be
to use the ensemble method based on Bayes classifiers [4].
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Figure. Two-level ensemble approach
Pucynok. /lgyxyposHesulii ancambnesviii n00X00

Our evaluation method consists of three stages: data pro-
cessing, model training, and ensemble learning. At the data
processing stage, we remove the stop words, punctuation,
stemming [5]. At the model training stage, we select logistic
regression as the meta-classifier to learn a second-level clas-
sifier. Before using ensemble learning, we need to set the hy-
perparameter of each classifier. At the ensemble learning
stage, we use train data and validation data to training each
independent classifier, adjust the hyperparameters to achieve
the best performance of the independent classifier on the val-
idation set. The experiment results of each model on test data
are in Table 4.
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| Prediction |

Table 4.  Experiment results
Tabnuya 4. Pesynomamsl sKcnepumenma
Model Accuracy

Mogenb TouHOCTB
Logistic Regression/JIoructideckast perpeccust 0,543
Support Vector Machine/Mero/1 0nopHbIX BEKTOPOB 0,432
Naive Bayes/HauBHblit GaiiecoBckuit kinaccupukatop 0,512
K-Nearest Neighbors/Merton k-6mmkaitmx coceneit 0,576
Decision Tree/[lepeBo perieHuit 0,534
Random Forest/Cayuaiiusiii gec 0,489
Ensemble Learning/AucambiieBoe obyueHune 0,681
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It can be seen from the table that ensemble learning has
achieved the best performance and the performance of the
decision tree of a single classifier is the best. Different classi-
fiers can learn different data features, and ensemble learning
can integrate the features learned by each classification and
the advantages of each classifier. In addition, through the ex-
periments, we found that the performance of the logistic re-
gression and support vector machines is stable, and the classi-
fication performance is not obviously different.
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any number of markers. The ensemble included not only the
listed classifier methods, but also the neural network, which
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solve the problem more efficiently than individual methods.
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" VipKyTCKWA HaUMOHasbHbIN NCCrefoBaTeNbCKNA TEXHUYECKUIA YHUBEPCUTET,
Poccus, 664074, r. MpkyTck, yn. JlepmonToBa, 83.

MpednoxeH koHconudupyrowuli Memod aHanusa psidos HabwOeHUl Ha 0CHO8e annPOKCUMUPOBaHHOU MOOeNU CMECU Kamasnu3amopog OCHOB-
HbIX KOMNOHEHMO8, NO3BONAIWUL U3ydamb 1060e KouYyecmeo Mapkepos. B omaudue om fioHaumioOHo20 nodxoda OH yemparsiem Heobxo0u-
MOCMb C8s13biIsamb MemoObi PE2PECCUOHHO20 aHanu3a ¢ Ux cO6CMeeHHbIMU HeonpedeneHHOCMaMU NPU 8bI60Pe KOHKpemHbIx Modenel. KoHco-
nudupyrowuli Memod no3gosisem nomyyumsb OpueuHanbHbIl pesybmam 8 npedmemHol obnacmu paHHel OuaeHocmuku 3abonesaHus: ece ea-
puUaHMb! UCNOMb308aHUS MapKepos OeMOHCMPUPYIOM NOBLILIEHUE MOYHOCMU KTaccugbukayuu ¢ yeenudeHuem npodomkumensHocmu cepuu ob-
crnedogaHu(l.

Knroueenie cnoea: arcambriesoe obyyeHue, azpezayus daHHbIX, cmamucmuyeckas Knaccugukayus, moYHoOCMb MoOesu, MeAUUUHCKUL duagHo3.
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